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ABSTRACT

Flows and rotation, particularly E x B rotation, are critical to improving plasma performance, and waves are a primary tool of plasma
control. Thus, it is paramount to understand under what conditions waves can drive E x B flows in plasmas. In this didactic review, an
invited paper accompanying the 2023 Marshall N. Rosenbluth Doctoral Thesis Award, this question is answered in the context of
momentum-conserving quasilinear theory. There are two primary frameworks for momentum-conserving quasilinear theories that can han-
dle both resonant and nonresonant particles: Eulerian averaging theories and oscillation-center Hamiltonian theories. There are also two dif-
ferent paradigmatic wave problems: plane-wave initial value problems, and steady-state boundary value problems. Here, it is shown that each
of these frameworks “naturally” works better with a different problem type. By using these theories, one finds a great difference in the behav-
ior of time- vs space-dependent waves. A time-evolving plane wave can only drive flow if the electromagnetic momentum of the wave, given
by the Poynting flux, changes. This result precludes flow drive by any planar electrostatic wave. In contrast, a steady-state spatially evolving
wave can drive flow whenever there is divergence in the flux of Minkowski momentum, a completely different physical quantity. This review
aims to provide a high-level, intuitive understanding of the very different behaviors observed for these two types of problem.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0201780
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I. INTRODUCTION AND GOAL OF THIS REVIEW

The present review is an invited paper corresponding to the
Marshall N. Rosenbluth Doctoral Thesis Prize lecture at the 2023
American Physical Society Division of Plasma Physics meeting. The dis-
sertation in question' covered many topics, including wave coupling™
and poloidal rotation” in toroidal confinement systems; mass separation
in linear plasma devices;’ particle transport,” * current channel evolu-
tion,”'” and rotation'' in Z pinches; and magnetic field generation
mechanisms in astrophysics.'”'” However, the unifying topic underlying
these seemingly disparate areas was the deep connection in magnetized
plasma physics between charge and momentum—namely, that charge
cannot be pushed across magnetic field lines without momentum input.
This connection, which I first was introduced to through my study of

‘. . 7,8,14-16 . B
collisional classical transport, ’ gnawed at me, since it seemed to

academic interest, E X B flow drive underlies shear stabilization,
turbulence suppression,”** centrifugal confinement,”** and plasma
mass separation schemes.””*** Thus, creating a self-consistent quasilin-
ear theory to elucidate the conditions under which of wave-driven flow
drive is possible became the core motivation of the dissertation.

The requisite self-consistent quasilinear theory was developed in
several steps of increasing generality. The first effort”” focused solely
on electrostatic plane waves that grow or damp in time, building off
the textbook™ ™ Eulerian quasilinear theory of the bump-on-tail
instability. In this theory, electromagnetic forces are straightforwardly
averaged over plasma volumes, and momentum conservation can be
rigorously established. Already, this theory showed that something was
critically missing from the earlier treatments that focused solely on the
resonant particles, as it was shown that the growing wave drove charge
transport in the nonresonant particles that completely canceled any

¥1:GS'€Z $20C dunr €0

present a conundrum for wave-driven transport processes driven by
electrostatic waves. After all, purely electrostatic waves, which contain
no electromagnetic momentum, would seem to be precluded from
extracting charge from the plasma and driving E x B flow, in direct
contrast with established claims in the literature.”” " In addition to its

charge transport from the resonant particles. This result seemingly
contradicted earlier claims of charge transport and E x B flow in the
literature.'” ' Thus, flow drive by an electrostatic plane wave was for-
bidden, consistent with the intuition that the electrostatic wave had no
momentum to give to the plasma.
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Physics of Plasmas

This analysis was subsequently extended to waves with spatial
structure.” Here, as in the theories of electrostatic and ion-cyclotron-
frequency turbulence’” *’ and nonresonant current drive,”""" the
Reynolds stress was shown to play a critical role. Indeed, for lower
hybrid waves, for a steady-state wave driven from the boundary, the
Reynolds stress was shown to serendipitously cancel the force on non-
resonant particles, leaving only the force on resonant particles, and
thus allowing the waves to extract charge and drive E x B rotation.
Because of the importance of momentum conservation, great care was
taken to show how both local and global momentum conservation
worked out for this case.”’

Finally, the theory was extended to electromagnetic waves.”” This
allowed the application to a much broader variety of plasma waves,
including waves with electromagnetic momentum, as well as more
clearly revealing the connection to earlier ponderomotive theories”*
and the Minkowski momentum of geometrical optics.””

A fairly comprehensive and didactic review of how flows can be
driven by electrostatic waves has been given in Ref. 66. That review
basically followed the historical development of the dissertation, with a
focus on the Eulerian quasilinear theories. In these theories, the vanish-
ing of the force on nonresonant particles appeared as a rather fortu-
itous cancelation between the Reynolds stress and the Lorentz force.
Only at the end was the deeper reason for this cancelation—arising
from oscillation-center Hamiltonian theory—briefly explored.

In the present review, I attempt a different approach, treating the
oscillation-center theories and Eulerian theories on a more equal foot-
ing. My goal in doing so is to demonstrate the strength and weakness
of each type of theory in addressing the different paradigmatic type of
problems that appear in quasilinear theory: namely, steady-state
boundary value problems, and plane-wave initial value problems. In
this way, I hope to establish an intuition for what is happening in each
type of problem, especially with regard to demystifying the flow of
momentum between wave and plasma. In contrast to the other papers
I have written on this topic, this one will be somewhat simpler and less
formal, and will hopefully allow a reader somewhat new to quasilinear
theory to be introduced to the fundamental theoretical tools and con-
servation principles, with plenty of signposts as to where they can learn
more.

Il. A SIMPLE QUESTION: CAN A WAVE MOVE CHARGE
ACROSS MAGNETIC FIELD LINES?

Consider a uniform slab of plasma, infinite along z and periodic
along y, with a magnetic field B || z. Charged particles in this system
will follow helical paths, streaming along z and Larmor-rotating in the
x-y plane. Now let there be a wave with a wavevector k || y, with con-
stant amplitude in y and z, which damps in the plasma (Fig. 1). The
fundamental question to be answered is whether net charge can be
moved along X during this interaction. If the wave can move net
charge, then it can generate an electric field E || %, producing E x B
flow in the y direction (Fig. 2). Conversely, if the wave cannot move
net charge, then no flow can be driven.

If one looks only at particles which interact resonantly with the
wave, there is reason to expect charge transport. For instance, an elec-
trostatic wave (with oscillating wave field E || k) is Landau resonant
with a particle twice during its orbit if the particle perpendicular veloc-
ity v, exceeds the wave phase velocity v,. During the resonant interac-
tion, energy and momentum are exchanged with the wave.””*® When
the particle absorbs momentum, its gyrocenter shifts in the k x B

ARTICLE pubs.aip.org/aip/pop

®OB,Z T}A}

—».

=)

k

FIG. 1. The core problem considered in the paper: can a wave with k || y damping
in a plasma with magnetic field B || Z drive net charge along X.

direction, whereas when it loses momentum, it shifts in the opposite
direction (Fig. 3). For a strong enough wave”” or in the presence of suf-
ficient collisional scattering,’” the interaction phase each time the reso-
nance is encountered is random, and repeated interactions with the
wave lead to a coupled diffusion in gyrocenter and energy space. If
there is a source of particles at the plasma center and a sink at the
plasma edge, as for fusion-born alpha particles, then this diffusion
draws resonant particles from the source to the sink, moving the reso-
nant particles across field lines—the basis for a wave amplification pro-
cess known as alpha channeling”” ”® If one assumes that these
resonant particles carry out their associated charge, then this forms the
basis of a highly efficient rotation drive scheme that can transfer fusion
ash energy directly into rotation energy.'” "’

However, this rotation drive hypothesis relies on an important
assumption: that one can ignore the response of the nonresonant
(bulk) plasma; and it is by no means clear that this assumption is justi-
fied. While the nonresonant response is generally weaker than the res-
onant response for any given particle, it is also true that there are far
more resonant than nonresonant particles, so the weak response can
have a large effect on the total charge transport. Furthermore, two
more facts provide cause for concern. First, it is known from textbook
quasilinear problems such as the bump-on-tail instability that the non-
resonant distribution is important in enforcing momentum and energy
conservation. Second, it is known from textbook transport theory that

+++++++++

FIG. 2. Charge transport in X can produce an electric field E || X, producing E x B
transport along J.
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FIG. 3. A particle undergoing Larmor rotation is Landau-resonant with a
perpendicularly-propagating electrostatic wave twice per orbit if the particle perpen-
dicular velocity exceeds the wave phase velocity. This resonance allows the particle
to exchange energy and momentum with the wave, leading to wave damping or
amplification, and to particle diffusion in both gyrocenter and energy.

there is a deep link between momentum conservation and charge
transport. These facts imply that self-consistent treatment of the non-
resonant particles is particularly important for the problem at hand.

In order to clearly pose and solve the problem, we will begin in
Sec. III with a review of the relationship between charge transport and
momentum conservation in collisional transport theory, which
exposes an important area of concern for rotation drive via wave
damping. This example leads us in Sec. I'V to think more clearly about
what is meant by the wave momentum, as two competing wave
momenta, the Minkowski momentum and electromagnetic momen-
tum, make frequent appearances in the literature. Then, in Sec. V, we
clarify what we mean by wave damping and amplification, distinguish-
ing between the initial value problems in which waves evolve in time
versus the boundary value problems in which waves evolve in space.
Having properly posed the problem, in Sec. VI, we review the theoreti-
cal frameworks that allow us to tackle both the resonant and nonreso-
nant particles self-consistently: the Eulerian averaging theory, and the
oscillation-center Hamiltonian theory. In Sec. VII, we apply these the-
ories to the problem of flow drive, showing that each type of theory
has a natural problem type to which it is more suited. In this way, we
show that boundary value and initial value problems behave very dif-
ferently, with rotation drive determined by the divergence of the wave
Minkowski momentum flux in the former, and the by the time change
of the electromagnetic field momentum in the latter.

I1l. CHARGE TRANSPORT AND MOMENTUM
CONSERVATION

A similar diffusion process to that in Fig. 3 occurs in the classical
transport of particles due to collisions across a magnetic field. In this pro-
cess, in the place of the resonant wave interaction, particles undergo colli-
sions with other particles, which cause a displacement in the gyrocenter.
This leads to a diffusion process with a characteristic timescale of the col-
lision frequency, and a characteristic length scale of the Larmor radius.

Now, looking at any individual particle, one might assume that
the charge in the system also diffused on the same time and length
scales. However, this turns out to be definitively wrong. In a
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homogeneous plasma with a constant electric field, it turns out that
every time a particle collides, leading its gyrocenter to move, the parti-
cle with which it collided experiences a corresponding and canceling
change in gyrocenter that ensures that there is no net displacement of
the center of charge (Fig. 4). This fundamental cancelation follows
immediately if one considers the canonical momentum conservation
of the plasma particles in the E x B-drifting frame. For a particle s, the
canonical momentum in a uniform magnetic field B || z is given by

Psy = mugy + gA},(x) = mvy, + %Bxs. (1)

The gyrocenter position X comes from averaging the above equation
so that v, drops out

Psy = gB@ (2)

X

During a collision, momentum is conserved, so we have immediately

ZqSAXS = %Z Aps‘y =0. (3)

The quantity on the left-hand side of the above equation is nothing
more than the charge transport, so we see that no net charge moves.
Thus, classical transport is often said to be “ambipolar.”

There are many interesting effects, which come from the plasma’s
attempt to increase entropy’” while respecting the ambipolarity of clas-
sical transport, including nonintuitive separation”*'* ' and cooling”*
effects. It can also be interesting to see the conditions under which the
ambipolarity constraint is broken; for instance, in a plasma with shear
in the electric field, allowing for viscosity."' >

However, the main point of this result for the present purpose is
to see what light it sheds on the problem of wave-driven rotation. In
simple terms, Eq. (3) says that in order to transport charge and drive
E X B rotation, one must provide momentum that is not already in
the plasma particles themselves. Or, in even simpler terms, one must
push on the plasma to make it move.

This result presents a fundamental problem for the rotation drive
process from Sec. II. Recall that the wave in Fig. 3 was taken to be a
plane electrostatic wave, and thus has no Poynting flux, and no electro-
magnetic momentum. Thus, Eq. (3) would seem to imply that no net
charge transport can be driven by the wave.

IV. WAVE MOMENTA: MINKOWSKI MOMENTUM vs
FIELD MOMENTUM

Since wave momentum has proven to be so important to the
problem of charge transport, it is good at this point to discuss the

FIG. 4. When two particles collide in a plasma with uniform E x B flow, their
Larmor radii shift in such a way that there is no net motion of the center of charge.
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multiple definitions of wave momentum that exist in the literature. It
turns out that there are two primary types of momentum that are use-
ful to consider when thinking about the wave.

First, and most familiar, is the electromagnetic momentum,
which is given by the time-averaged Poynting flux:

(E x B)
4mc

Pem = 4)
For a wave which varies as E=Re(Ee** ™) and
B= Re(Be"k‘x*"""), with w and k real, this becomes

Pem = (5)
Thus, without an oscillating magnetic field component, the wave will
have no electromagnetic momentum.

It is worth briefly noting that electrostatic modes with spatial
structure generally have a small magnetic field component’” and are
thus often referred to as “quasi-electrostatic.” While this small mag-
netic component is important for the energy flow, it contributes negli-
gibly to the plasma momentum as long as the phase velocity is well
below the speed of light,"”' and thus can be ignored in the momentum
balance for such modes.

The second type of momentum is variously called the
“Minkowski momentum,” “plasmon momentum,” or “geometrical
optics” momentum. This momentum can be defined for waves in a
slowly varying medium, ie., where the length and time scales of the
variation of the medium are much longer than the wavelength and
wave period. It also generally requires that the waves be in the weak-
turbulence limit, where wave amplitudes are small enough that quasi-
linear effects and wave-wave interactions are significantly ordered
down from the linear interactions. For a plasma with dielectric tensor

€, the Minkowski momentum is given by(’5~7‘)
k |-« Olwe) - =« =
- E- ‘E+B"-B. 6
PM = T6m0 0o Bt ®)

This is the momentum most closely related to the concept of photon
momentum in quantum mechanics: for example, it is related to the
Minkowski energy Wy by py/Wn = k/o.

A. Closed systems

To make use of the two momenta above, it is important to
understand their roles in the plasma. Consider an infinite homoge-
neous plasma, with an electromagnetic wave present. The momen-
tum in this system can be partitioned in various ways. In particular,
we can identify three important “boxes” of momentum, which
together form the whole (Fig. 5). First, there is the momentum pp,
in the electromagnetic field, given (on average) by Eq. (5). Second,
there is the momentum py, of the bulk plasma particles, nonreso-
nant with the wave. Third, there is the momentum pg, of the par-
ticles that are resonant with the wave. The latter two can be thought
of either as separate populations, or as a single total particle popula-
tion with momentum py.

Clearly, in an infinite, homogeneous plasma, the momentum of
the electromagnetic field and the particles forms a closed system, in
the sense that

ARTICLE pubs.aip.org/aip/pop

d
a (Pem T Pp) = 0. (7)

However, it turns out that there is also a second closed system, which
is formed by the Minkowski momentum and the resonant particles:

d
7 (Pv + Prp) = 0. (8)

The existence of both of these closed systems shows that the
Minkowski momentum contains information both about the momen-
tum in the electromagnetic fields, and about the nonresonant particles.

B. Example: Bump-on-tail instability

To get a better sense of the role of these momenta, it is helpful to
see them in action in a concrete problem. Thus, consider the bump-
on-tail instability, the classic paradigm problem of quasilinear analy-
sis.”” " This instability can occur for high-frequency electrostatic
waves in an homogeneous plasma. In such a plasma, the ions can be
treated as a neutralizing background, and only the electron dynamics
need be considered.

Electrons near the wave phase velocity interact resonantly with
the wave, receiving a random kick that leads to diffusion in velocity
space, flattening out the distribution near resonance (Fig. 6, top). The
instability occurs when, near the phase velocity of the wave, there is a
population inversion df, /d|v| > 0 in the electron distribution function
(Fig. 6, bottom). In this case, electrons lose energy due to the diffusion,
and thus the wave gains energy; this is the bump-on-tail instability.

How do the various momenta change during this process of diffu-
sive flattening? From the diffusion, the resonant particles experience a
change in momentum Apy, < 0. Because the resonant particle momen-
tum and Minkowski momentum form a closed system [Eq. (8)], the
wave thus gains Minkowski momentum Ap,; = —Apg, > 0.

System

pEM Field

Nonresonant

Particles

-
Pr
Resonant
Particles

FIG. 5. The total momentum in an infinite plasma-wave system can be partitioned
in several ways. Here, separate partitions are drawn for the electromagnetic
momentum pgy, nonresonant particle momentum pyp, and resonant particle
momentum pgp. The momenta in Sec. |V form parts of two different closed sys-
tems; one given by the electromagnetic momentum pg,, and the total particle
momentum pp = pyp + Prp, and the second given by the Minkowski momentum
Py and the resonant particle momentum ppgp.
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However, the wave is electrostatic, which means that pyy =0
regardless of the wave amplitude, so Apg,, = 0. Because the electro-
magnetic momentum and total particle momentum form a closed sys-
tem [Eq. (7)], App = —Apgy = 0. Since the total particle momentum
consists of the nonresonant and resonant particle momentum (Fig. 5),
it is clear that Apyp = —Apgp. i.e., the momentum of the nonresonant
distribution shifts equal and opposite to the shift in the resonant
momentum.*®*” This shift in the distribution, which can be thought of
as a momentum-conserving “ponderomotive recoil,”® shows that the
nonresonant particles perform a critical role in enforcing momentum
conservation during the wave-plasma interaction. Thus, they cannot
be ignored in evaluating wave-based E x B flow drive mechanisms.

It is worth briefly noting that some subtleties have been glossed
over in the above discussion of the bump-on-tail instability. Namely,
in contrast to the diffusion perpendicular to the magnetic field from
Fig. 3, for diffusion in the absence of a magnetic field the formal order-
ing implies that the diffusion occurs in an infinitely narrow region
around the Landau resonance. For the diffusion region to have a finite
width, the wave must have finite amplitude, at which point the diffu-
sion region width is set by the electric potential change between wave
peaks. In the case of multiple waves, broader diffusion across multiple
resonances occurs when the finite diffusion width causes the resonan-
ces to overlap, a condition known as the Chirikov criterion.” In such a
case, the total Minkowski momentum summed over all waves forms a
conserved system with the resonant particles. In weakly collisional
plasmas, the collisions can further broaden the resonance.””””

Single-wave Landau-resonant diffusion perpendicular to the
magnetic field, as in Fig. 3, actually has a much broader diffusion
region than that parallel to the magnetic field, since particles with a
broad spectrum of v, > w/k can interact with the wave. However, it

-¢

ph

Recoil

Diffusion

FIG. 6. Schematic description of the bump-on-tail instability. Top: an electrostatic
wave with potential ¢ interacts strongly with electrons traveling near the phase
velocity vy, giving them a random kick, which heats some particles and cools
others. This leads to a quasilinear diffusion in velocity space. Bottom: if there are
more particles at high velocity than low velocity, the wave will grow, as momentum
flows from the resonant particle into the wave Minkowski momentum p,, according
to Eq. (8). However, because the wave is electrostatic, it has no electromagnetic
momentum pgy, and so, the total particle population pp loses no momentum
according to Eqg. (7). This momentum conservation is enforced by a shift in the non-
resonant particles, called the ponderomotive recoil.
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is necessary for the particle to dephase from the gyroresonance
through either collisions” or nonlinearity induced by finite
amplitude.”’

C. Momentum conservation in systems with spatial
structure

Up until now, everything has been done in infinite, homogeneous
plasmas. However, the typical plasmas of interest in fusion are not infi-
nite, but contained in a laboratory, and thus, they contain spatial gra-
dients. These gradients can alter the form of the momentum balance,
as they allow fluxes of momentum from outside of the plasma into it.

The general form of momentum conservation for a closed system,
allowing for spatial fluxes of momentum, is

> {%+V-H}:o. )

subsystems

Here, IT is known as the stress, with IT/ referring to the flux of
j-directed momentum in the i direction.

In the presence of spatial gradients, the electromagnetic and par-
ticle subsystems still combine to form a closed system. For the electro-
magnetic field, the relevant momentum flux is given by the (negative)
Maxwell stress tensor

y ij ij
T}y, :$<%E27E‘EJ +%BHB'BJ>, (10)

while for the particles, the stress is given (nonrelativistically) by
l'lg = ny Jmsfsvvdv, (11)

where f; is the particle distribution function in velocity space, normal-
ized to 1, and ny is the particle density.

Things are a bit more complicated for the Minkowski and reso-
nant particle subsystems. In fact, these no longer form a fully closed
subsystem. However, for the components of the momentum oriented
along a symmetry direction (such as y or z in the fundamental problem
of this paper), the “momentum along the symmetry direction” is still
closed between the resonant particle momentum and the Minkowski
momentum; ie, Eq. (9) holds for the y- and z-directed momenta
when summed over the subsystems RP and M.”" The off-diagonal ele-
ments of the Minkowski stress, which enter this equation, are given by

Iy, = u;pt (12)
where D; = 0w/ 0k is the group velocity of the wave.

V. PROBLEM TYPES: EVOLUTION IN SPACE vs TIME

It is clear that the temporal and spatial structure of the wave
make a difference in the momentum conservation relations. Thus, it is
important to clarify the time and space structure of waves.

Generally, the geometric optics limit is assumed, where the wave
amplitude and dispersion properties vary on length and times scales
much longer than the wavelength and wave period. For now, take the
dispersion properties to be constant in space. Let p, and j, be the
charge and current densities of species s. Then, for A € {p,j, E, B},
the wave takes the form:
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A =Re [Aoe"(k"‘f‘“t)} , (13)

with (in general,) complex values of k and w.
We can separate out the complex behavior by writing:

o= w, +in; k=Kk,+ik. (14)
The local wave amplitude is then given by
A _ Aoefk«x+(u,-t‘ (15)

Here, k, the imaginary part of k, encodes the spatial variation of the
wave amplitude, and w;, the imaginary part of ®, encodes the temporal
variation. For the wave to be “quasi-monochromatic” and the geomet-
ric approximation to hold, one must have |®,| < |,|and |k| < [k|.

In general, it is possible (and common!) for both w; and k to be
nonzero, so that the wave amplitude evolves in both space and time.
However, consideration of two limiting cases can afford insight into a
wide variety of problems.

First, in the plane-wave initial value problem (IVP), k is assumed
to be 0, so that A is independent of x [Fig. 7(a)]. This is common in
the study of phase-space instabilities in both astrophysical and fusion
plasmas, such as the bump-on-tail instability in Sec. IV B, where the
local instability growth is more important than the propagation of
waves outward from the instability.

Second, in the steady-state boundary value problem (BVP), w; is
taken to be 0, so that A is independent of ¢ [Fig. 7(b)]. This is common
in radio-frequency (RF) plasma control problems, such as for current
drive and heating, where a wave is driven from the plasma edge, and
the steady-state damping profile is of more interest than the transient
behavior as the wave antenna starts up.

It is worth noting how these momentum considerations relate to
current drive. Like rotation drive, current drive relies on setting up
flows, now parallel to the magnetic field, in the plasma. However,
because an electron has comparable charge but negligible mass com-
pared to an ion, the net current is not constrained in the same way as
E x B drive, since any flow driven in the ions can easily offset the
change in electron momentum without substantially affecting the cur-
rent. Thus, current can usually be driven by directly driving flow in the
resonant electrons.”’ However, in the leading and most efficient cur-
rent drive techniques, which rely on wave damping on superthermal

FIG. 7. Although in general wave structure can evolve in both space and time, it is
useful to consider two limiting cases. (a) In a plane-wave initial value problem, a
plane wave grows in time in an infinite, homogeneous plasma. (b) In a steady-state
boundary value problem, a wave comes in from the plasma boundary, damping its

energy and momentum in space, with no evolution of the wave envelope in time
(though the wave phase oscillates).
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electrons, such as lower hybrid current drive® or electron cyclotron
current drive,” it turns out that the momentum absorption is not
responsible for the majority of the driven current. Instead, the current
drive arises mainly from the asymmetric perpendicular heating, which
renders resonant electrons less collisional than nonresonant electrons.
Thus, for these current drive techniques, any momentum-conserving
role played by thermal, nonresonant electrons, would not substantially
affect the net current—and indeed, both forms of current drive have
enjoyed extensive experimental confirmation.***

Returning to the E x B drive problem, and following this discus-
sion of wave structure, it is clear that in Fig. 1, it was incomplete to say,
that a wave “damps in the plasma,” since this did not fully specify the
problem. In general, the behavior can be different depending on
whether a local plane-wave damps or amplifies in time, or a wave prop-
agates in from the boundary, with its amplitude damping or amplifying
in space. Both types of problems will be treated in Secs. VI and VII.

VI. THEORETICAL FRAMEWORKS

There are two generally self-consistent momentum-conserving the-
oretical frameworks with which one can tackle the wave—particle interac-
tion problem. These are the local Eulerian averaging approach, and the
oscillation-center Hamiltonian approach. It is worthwhile to review each,
since they turn out to be well-adapted to different types of problems.

A. Local Eulerian averaging

The local Eulerian averaging theory is very straightforward; one
simply takes a box of plasma, and averages the force over a wave
period (either in space or time). This type of theory is the basis for text-
book'**” quasilinear analysis of the bump-on-tail instability and
Landau damping.

The Eulerian theory can be sketched out fairly quickly, but for
more details refer to Refs. 45, 66 (for the electrostatic theory), and 63
(for the electromagnetic theory). Recalling from Eq. (15) the definition
of the local amplitude A for A € {p,, j., E, B}, averaging the Lorentz
force over a wave cycle yields

1
(F) = (pE+j, xB) (16)
| I DU T
:—Re{psE +-j, xB ] (17)
2 c
where the * operator denotes the complex conjugate. Both p; and j,

can be expressed in terms of the susceptibility tensor y, for species s
(i.e., the species contribution to the dielectric tensor €):

jo=—— -E 18
jo=—,-o1 E, (18)
ki j -

po=-s— k. E (19)
» 4n

Now, to get the quasilinear force, one Taylor expands in small
x|/ |k;|, wi/®,, and |x2|/]|x5|, where the superscripts A and H refer
to the anti-Hermitian and Hermitian parts of the susceptibility, respec-
tively. After some algebra, one arrives at the form of the force™

0

0
(Fs) = — % Iy, + 77 PNs + Fgs, (20)

where
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L Rel (BB L1 B (g
HNS—SnRe{(ZS E)E 2I(E x E)+2(akr(E P E))kr},

(21)
el (M) e e
pNs - 87'CRe|:(ZS E) X <wr X E > + 2 awr (E ls E):|7
(22)
1 *
FRszg—nk,(E 1} E). (23)

Here, the tildes on wave quantities have been dropped for clarity. The
three contributions to the force can be interpreted, respectively, as (a) a
stress from spatial gradients of the wave amplitude, (b) a momentum
associated with putting a plane wave in the plasma, and (c) a force on
the resonant particles. These forces can be shown to respect momen-
tum conservation with the electromagnetic field, in the sense that Eq.
(9) is satisfied when summed over all species as well as the electromag-
netic momentum and momentum flux.”’ It should be noted that
Eq. (20) is the electromagnetic generalization of Eq. (122) in Ref. 51.

B. Oscillation centers

The oscillation-center (OC) theories, originally conceived by
Dewar,’® start quite a bit differently and fundamentally require a
kinetic treatment. One starts by considering the single-particle
Hamiltonian of a particle in a wave field

2
Heg(p-2A00) +adxn.
The evolution of a particle distribution under this Hamiltonian is
determined by the Liouville equation

o [ OH of OH of (25)

ot OJp Ox Ox Jp
Now, in deriving a quasilinear theory from a Hamiltonian, one gener-
ally starts by assuming that the perturbing oscillating wave field is
small compared to the zeroth-order Hamiltonian. One then splits up
the distribution function into f = fy + fi, with (f;) = 0. Fourier ana-
lyzing then yields f, as a function of the oscillating field quantities.
Once f; is known, one can average Eq. (25) and substitute in for f; to
obtain the quasilinear diffusion equation.

Now, in the original coordinates (x, p), the quasilinear diffusion
operator thus obtained contains forces on both the resonant and non-
resonant particles. Indeed, integrating this diffusion equation over
velocity recovers the Eulerian volume force from Sec. VI A. The idea
behind oscillation-center theories is to find a near-identity transform to
a different set of canonical momenta X and P where the quasilinear
diffusion operator only impacts the resonant particles. This transforma-
tion is accomplished via a generating function F,(x, P, t) = x - P+
S(x, P, t), which changes the coordinates and Hamiltonian according
to

0s

X—X+ﬁ7 (26)
as

P=p+o, 27)
as

'H—H—l—a. (28)
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These equations are solved in orders by (a) demanding that (dS/dt)
= 0 along a particle trajectory at each order [by combining Egs. (26)-
(28) with Eq. (25)], (b) appropriately averaging over the nonresonant
particles while “pulling out” the resonances, and (c) combining with
Maxwell’s equations to form a closed system. The details of this proce-
dure are laid out in Ref. 86. (Note that an alternate approach exists
that uses a second canonical transformation to more systematically go
to higher orders.”’) The end result is a new set of coordinates given by

9S(x,p,1)  OS(x,p,1) OS(x,p, 1)

X =x+ ap o pop (29)
_ OS(x,p,t) | IS(x,p,t) I*S(x,p,t)
P=p ox * Ox opox (30)

Crucially, the function S turns out to be a function of the wave ampli-
tude. This makes the coordinate transformations between the original
and OC coordinates both complicated and generally time-dependent.

In the new coordinates, the quasilinear diffusion operator, which
in the old coordinates affected both nonresonant and resonant par-
ticles, now only affects the resonant particles. The net result is that this
diffusion operator is thus much more intuitive, as it does not have any
recoil effects subtly embedded inside of it—all recoil effects have been
transferred into the coordinate transformation [Egs. (29) and (30)].
Furthermore, the resonant particle diffusion operator (in the original
coordinates) is the same as in the averaged Eulerian theory, so that one
does not need to actually calculate it with the complex coordinate
transformations of OC theory in order to calculate the damped
momentum and energy on resonant particles.”” In particular, it is still
true that the total momentum damped on the resonant particles forms
a closed system with the Minkowski momentum. Thus, in the new
coordinates, quasilinear diffusion has the sole effect of transferring
Minkowski momentum into the resonant particles.

It turns out to be very instructive to look at the nonresonant par-
ticles in the new coordinates. The resulting Hamiltonian depends on
the specific system, but generally takes the form an S-dependent “pon-
deromotive potential” or “renormalization energy,” e.g, for electro-
static waves in an unmagnetized plasma

2 2 £ 12
H=-T o) o) = ‘J—LZ (1)
2m 4ms (w —k - P/m)
Although these oscillation-center coordinates may currently seem very
abstract, they will prove to be of great utility in studying certain types
of problems.

VII. NATURAL STRENGTHS OF THE THEORIES

So far, two types of problem (plane wave initial value problems
and steady-state boundary value problems) and two types of theoreti-
cal frameworks (Eulerian averages and oscillation-center theories)
have been discussed. Fundamentally, either framework can be used to
solve either type of problem. However, it turns out that each frame-
work is much more naturally suited to a different problem type.

A. Steady-state boundary value problem

Consider first the steady-state boundary value problem and con-
sider solving this problem by using the Eulerian theory. For simplicity,
consider a fluid model of the species in the plasma. In Sec. I1I, it was
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established that it is the net force on a fluid element that drives charge
transport in the plasma. Thus, we need to calculate this net force on
the fluid volume.

Now, Eq. (20) gives the average local force applied by the electro-
magnetic field on species s. However, for a wave with spatial structure,
this does not tell the whole story, because a new term enters the analy-
sis: the Reynolds stress. This stress represents fluxes of momentum
introduced to Eq. (9) through the fluid oscillations. In a plasma with
no zeroth-order flow, it is given by

Frey = =V - Mgey; ey = %msnoRe[ﬁsﬁS}. (32)
In a plasma with a zeroth-order flow, it becomes significantly more
complicated, as cross terms between the density and flow fluctuations
begin to appear at many orders. Even at this simplest level, the
Reynolds stress cannot be generally expressed in terms of the suscepti-
bility tensor g, in a way, which yields general cancelations or insight.
However, in several specific problems, including for ion-cyclotron-fre-
quency turbulence,”” * current drive,”"** and lower hybrid waves,”
cancelations tend to appear that eliminate the orbit-averaged force on
nonresonant particles while leaving the force on resonant particles,
hinting at a deeper reason for the force on nonresonant particles to
cancel (though it should be noted that these theories generally still
allow for local flow drive,” ° associated with wave structure along the
direction of flow drive, which is neglected in the core model of this
paper). These serendipitous cancelations and cascading number of
second-order terms suggest that the Eulerian framework is not the best
adapted to steady-state boundary value problems with a core
symmetry.

Consider instead, then, the oscillation-center theory for the
boundary value problem. First consider the resonant particles. From
the discussion of closed systems, recall that Minkowski momentum
enters the plasma as a spatial flux [Eq. (12)], which is then damped on
the resonant particles through the resonant quasilinear diffusion oper-
ator (which is the same in the OC and Eulerian theories). This consti-
tutes the total resonant response.

Now consider the nonresonant particles, governed by the ponder-
omotive Hamiltonian. From Eq. (30), we see that (dp/dt) is equal to
(dP/dt) plus terms that depend on (dS/dt), and (dS/dt) = 0, for a
steady-state wave. Thus, in steady state, (p) is a constant function of
(P). Now, along the symmetry direction y, the ponderomotive poten-
tial does not change, so that dP,/dt = —dH/dY = 0. Thus,
(dpy/dt) = 0, i.e., there is no force along y for the nonresonant par-
ticles. Thus, while analysis of the steady-state boundary value problem
was quite complicated in the Eulerian framework, it is almost trivial in
the oscillation-center framework.

Indeed, it should be noted the oscillation-center theory makes an
even stronger statement than used here, since even if the wave has
structure along y, the net force exerted by the wave along y for a closed
periodic orbit will always go away, since the force arises from the gradi-
ent of a ponderomotive potential.” This is the reason nonresonant
forces tend not to survive flux surface averages: a frequent result in
(Eulerian) fluid and kinetic studies of low-frequency turbulence.” *

In particular, the oscillation-center theory reveals that a wave
need not have electromagnetic momentum nor apply a Maxwell stress
on the plasma in order to damp momentum in the plasma. It is inter-
esting to consider, then, how this Minkowski momentum ended up in
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the plasma in the first place, given a vacuum gap between the plasma
and the wave antennae. In fact, it turns out that any Minkowski
momentum in the plasma must have originated as electromagnetic
momentum traversing the vacuum to enter the plasma. For instance,
the lower hybrid wave begins its life as an evanescent vacuum wave,
which couples to a slow wave in the plasma. While this evanescent
wave cannot be treated by geometrical optics, it can be shown that the
electromagnetic momentum flux (Maxwell stress) in the evanescent
wave region is the same as the Minkowski momentum flux that even-
tually damps in the plasma.™

It should be noted that the gradient structure of the nonresonant
ponderomotive Hamiltonian is particularly useful when the original
coordinates (before applying Dewar’s theory) are action-angle varia-
bles, as used in toroidal systems, since it reveals that the net result of
the ponderomotive potential is a slight shift to the orbit. Once this key
result of OC theory is known (and if one does not particularly care
about the details of this shift), it is not necessary to actually calculate
the quasilinear diffusion in the OC coordinates. Instead, one can sim-
ply apply the purely resonant quasilinear diffusion operator in the
original coordinates to calculate wave-driven transport, without worry-
ing that one is missing major canceling ponderomotive torques. This
much more straightforward calculation is the basis for much of the
theory of resonant wave-driven transport,”****” but it must be remem-
bered that the approximation is only valid for static wave structures, as
it throws away all momentum-conserving ponderomotive recoil terms.

B. Time-dependent initial value problem

Now consider the plane-wave initial value problem. Attempting
to apply the oscillation-center theory is tricky, because now the wave
amplitude is time-dependent; thus, the coordinate transformation in
Egs. (29) and (30) is also time-dependent, meaning that the nonreso-
nant reaction is largely hidden in a very complicated coordinate trans-
formation. Thus, the oscillation-center framework is not particularly
well-adapted to this problem.

Consider instead the Eulerian approach. In the plane-wave initial
value problem, the subtleties involved with the Reynolds stresses van-
ish, and local force averages are completely straightforward following
from Eq. (20). Since this force respects momentum conservation
between the particles and the electromagnetic fields, it is clear that the
total momentum gained by the plasma will be whatever momentum is
lost from the electromagnetic fields due to the change in the Poynting
flux. Thus, for the instability, flow is only driven if the wave gains or
loses electromagnetic momentum.

It is rather remarkable how the two theoretical frameworks
(Eulerian vs Oscillation Center) are so strongly naturally adapted to
the two different types of problems (plane-wave IVP vs steady-state
BVP), and how these in turn each reveal a connection of that problem
to a different type of fundamental wave momentum (electromagnetic
vs Minkowski). These relationships are summarized in Fig. 8.

VIIl. CONCLUSION: WHEN DO WAVES DRIVE PLASMA
FLOWS?

In this review, consideration of the canonical momentum in colli-
sional classical transport problems revealed a fundamental connection
between charge transport and momentum conservation, demonstrat-
ing the importance a self-consistent, momentum-conserving theory of
wave-driven rotation. Consideration was thus given to the two types of
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Forces only come from Nonresonant reactions
resonant diffusion and reside in complicated
ponderomotive gradients [Neelele[HEICRIE N (I Elile] H

Oscillation
Center

Eulerian Subtle surface stress terms

Straightforward averages

Type of Theory

Space Time

Type of Problem

FIG. 8. Each type of theoretic framework in Sec. VI is naturally adapted to a differ-
ent type of problem in Sec. V. Using the naturally adapted theory to each problem
type reveals the role played by the various types of wave momenta in Sec. |V.

momentum contained by a wave. It was shown that two types of
momentum-conserving quasilinear theory existed, which were funda-
mentally well-adapted to two different types of wave problems. This in
turn allows one to determine when waves drive plasma flows in a
definitive and intuitive manner. For the plane-wave initial value prob-
lem, as for instabilities, a wave only drives a plasma flow if, during the
growth of the instability, the electromagnetic momentum [Eq. (5)] of
the wave changes; this lost momentum then appears as flow momen-
tum in the plasma. For the steady-state boundary value problem, as in
current drive and heating, only the resonant particles feel a force along
the symmetry direction, and thus flow is driven according to the flux
of Minkowski momentum into the plasma [Eq. (12)]. Furthermore,
these results hold not just for driving E x B flow drive (Figs. 1-3), but
for parallel flow drive as well.

These results imply that it is not sufficient to look only at the res-
onant particles when asking whether a certain quasilinear diffusion
process will drive flow—one must consider the overall wave dynamics
as well. For instance, the resonant diffusion process described in Fig. 3
will not drive flow if, as a result of the resonant diffusion, a plane wave
grows in time, but it will drive flow if, as a result of the diffusion pro-
cess, a steady-state wave grows in space.

Of course, in any real system, some combination of these two
limiting behaviors will be happening. Further complicating matters, in
geometries with broken symmetry, is the fact that an applied torque
does not necessarily produce steady-state rotation in the expected
direction, as observed for instance in the decay of poloidal rotation
into toroidal rotation in tokamak plasmas.”” Such effects generally
result in a complex set of interconnected relations that determine the
steady-state flow.”" Nevertheless, it is hoped that the current discussion
provides the tools necessary for approaching wave-driven flows in any
given system, in a way which is both intuitive and self-consistent.
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